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Abstract: We investigate the direct impact that monetary policy and current account balances have on

housing markets, as well as their indirect impact through changing credit standards. Using an unbalanced

panel of 57 countries from 1990-2014, we regress real housing returns on cumulative Taylor rule deviations

and changes in current account balances relative to GDP. Unlike prior studies, we use central bank surveys

and economic data to identify credit demand and credit supply shocks related to monetary policy and cur-

rent account deficits. Our preliminary findings indicate that monetary policy does not explain the observed

housing returns. In fact, tight monetary policy is correlated to higher housing returns. Current account

deficits, on the other hand, are correlated with higher housing prices. Part of this correlation, however,

simply reflects that higher housing demand, and thus higher credit demand, result in larger current account

deficits. Finally, we find that credit standards are capable of explaining some portion of housing returns over

select sub-periods, but that these results are quite sensitive to the choice of the sub-period.
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1. INTRODUCTION

Between January 2000 and October 2007, real housing prices in the United States rose thirty-eight percent.

By the end of 2007, however, housing prices had began a quick and steady decline which continued over the

following two years. By January 20013, as nominal housing prices began to rise, real housing prices were still

twenty-two percent lower than in October 2007. This downturn in housing prices, however, was not isolated

to the United States and there is now a large and growing literature related to the underlying causes of

the housing boom and subsequent bust. In particular, researchers have focused on three hypotheses: loose

monetary policy, an international savings glut reflected in current account imbalances, and a deterioration

in lending standards.

Reinhart and Rogoff (2008), for instance, present historical evidence that housing bubbles appear to be

associated with loose monetary policy and loose credit standards, and that housing markets are frequently at

the center of financial crises. Nevertheless, the role that monetary policy plays in asset bubbles, as well as the

recessions that often accompany them, is not fully understood. While Taylor (2007) notes the historically low

interest rates seen in the United States from 2002 to 2006 are consistent with the claim that loose monetary

policy is related to the housing boom, the boom was a widespread phenomenon not isolated to the United

States. When looking at the international evidence, loose monetary policy doesn’t universally explain the

run-up in international housing prices. South Africa, for instance, experienced greater housing price growth

than did the U.S. from 2002 to 2006, despite short-term interest rates averaging over 8%. Similarly, housing

prices actually decreased in Japan from 2002 to 2006 despite Japan’s short-term interest rate averaging a

meager 5 basis points.

The most popular alternative explanation for the housing crisis is the savings-glut hypothesis. Pro-

ponents of this hypothesis point to the accumulation of large financial imbalances between developed and

developing countries between 2000 and 2006. In particular, Asia began running large current account sur-

pluses with Europe and the United States in the late 1990s. These imbalances, like loose monetary policy,

appear to be correlated with the boom and bust in residential real estate in these advanced economies.

Nevertheless, this savings-glut theory faces its own shortcomings. For instance, Sweden ran large current
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account surpluses over this time period and experienced even larger housing price increases than the United

States which ran large deficits over the same period.

These two theories, however, are not mutually exclusive. Both monetary policy and current account

deficits contribute to the availability of credit within a nation, and hence can influence housing demand and

credit standards. Proponents of both theories, for instance, link the housing boom to a rapid expansion in

credit, particularly for high risk borrowers. Section 1.1 discusses the roles that monetary policy and current

account deficits may have played in the housing bubble, as well as some of the papers that support each

theory. Other studies, however, propose that the easing of credit standards and financial innovations in the

mortgage market were responsible for the housing bubble. We discuss these theories in Section 1.2, as well

as note to what extent credit standards may simply reflect changes in monetary policy and current account

balances.

1.1. Monetary Policy & Current Account Deficits

Since the 1980s, central banks have primarily conducted monetary policy using short-term interest rates.1

This transition to interest rate targeting is partially credited for the moderation in business cycle fluctuations

experienced between 1985 and 2005, both in the United States (Taylor (1999) and Clarida et al. (2000)) and

internationally (Clarida et al. (1998)). Indeed, this Great Moderation is often attributed to central banks

following some form of the Taylor rule (Taylor (1993) and Taylor (1999)), a simple monetary policy rule

based on the level of inflation and output:

i∗t = r∗ + πt + β(πt − π∗) + γyt (1)

where i∗t is the time t target policy rate, r∗ is the equilibrium real rate, π∗ is the target inflation rate, and

yt is the output gap, defined as the percentage difference at time t between output and potential output.

Recently, however, Taylor (2007) and Allen and Rogoff (2011) note that many central banks deviated

1Allen and Rogoff (2011) note that central banks abandoned monetary aggregates for inflation targeting via interest rates
once policy makers came to accept the academic consensus that monetary policy can’t change long-run unemployment.
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from the Taylor rule for an extended period during the early 2000s, holding interest rates well below the

prescribed level. Such low interest rates, particularly when maintained for an extended period, may con-

tribute to the formation of asset bubbles and financial imbalances. For instance, Brunnermeier and Julliard

(2008) note that low nominal interest rates can contribute to housing bubbles if consumers focus on monthly

payments and not fundamentals. Furthermore, Bernanke (2010) concedes that innovations in the mortgage

market, such as adjustable rate mortgages, have helped to lower monthly payments and may make housing

prices more responsive to monetary policy. In addition, Taylor (2014) and Cardarelli et al. (2008) identify

loose monetary policy as a contributing factor to the housing bubble and the subsequent financial crisis,

while Maddaloni and Peydró (2011) show that countries with loose monetary policy before the financial

crisis fair worse during the crisis.

Nevertheless, Bernanke (2010) argues that only a small portion of housing prices can be explained

by deviations from the Taylor rule, and shows that homeowners’ monthly payments are more sensitive

to the existence of new mortgage contracts (such as interest only adjustable rate mortgages and negative

amortization mortgages) than to the historically low interest rates. Similarly, Campbell et al. (2009) cast

doubt on the hypothesis that low interest rates are to blame for the run-up in housing prices, noting that

changes in national and regional risk-premia account for much of the variability in the U.S. housing market.

Bernanke (2010), as an alternative explanation for the housing bubble, presents evidence that changes

in the current account are associated with the run-up in international housing prices that precipitated the

financial crisis. This is consistent with the historical evidence reported by Reinhart and Rogoff (2011) who

note that capital inflows often surge ahead of banking crises. In addition, Adam et al. (2011) show that

G7 countries with larger housing returns from 2001 to 2007 tend to run larger current account deficits over

that same time period. Furthermore, Aizenman and Jinjarak (2009) estimate that a one standard deviation

increase in the lagged current account deficit is associated with roughly a ten percent increase in housing

prices. Mendocino and Punzi (2014) show that shocks to foreign savings can account for both a large

portion of the volatility in the current account deficit as well as house prices. Allen and Hong (2011) tie

these current account imbalances to the 1997 Asian financial crises which led Asian countries to accumulate

excess reserves, resulting in a savings glut that in turn financed current account deficits in other countries.
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Caballero and Krishnamurthy (2009) note that these capital flows are predominantly from central banks

looking for a risk-free asset, resulting in large capital flows to reserve currencies, primarily the U.S. Dollar

and the Euro.

Jinjarak and Sheffrin (2011), however, show that current account deficits have only a weak direct-effect

on housing prices, though they do have an indirect-effect through mortgage rates. Furthermore, Favilukis

et al. (2013) note that capital inflows alone can’t explain the bulk of international housing price increases.

Laibson and Mollerstrom (2010) further note that the observed capital inflows are used to finance increased

consumption, but that under the savings-glut hypothesis capital inflows should primarily spur investment.

As an alternative explanation, Laibson and Mollerstrom (2010) suggest that causality may be in the opposite

direction: rising house prices lead to higher consumption through a wealth effect, and this consumption is

financed from abroad. Favilukis et al. (2013), however, point out that capital inflows did not reverse when

the housing market crashed, which is inconsistent with the wealth effect theory.

1.2. Credit Standards & Financial Innovations

These two explanations of the international housing boom, loose monetary policy and current account deficits,

need not be mutually exclusive. Both loose monetary policy and current account deficits affect housing

demand by increasing the availability (and nominal cost) of credit. For instance, Allen and Rogoff (2011)

argue that both loose monetary policy and large current account deficits greatly increased the availability

of credit in the U.S., Ireland, and Spain, contributing to the housing bubble in these markets. Similarly

Mendocino and Punzi (2014) contend that monetary policy is an important determinant of the current

account and that both can impact housing prices. Furthermore, not only can monetary policy and current

account imbalances affect housing demand through lower interest rates, but also through changes in who is

eligible to receive credit.

For instance, shocks to credit supply may buoy housing demand by not only reducing monthly pay-

ments, but by also lowering credit standards. These lower credit standards increase housing demand by

providing loans to consumers that previously could not obtain credit, as well as allowing consumers in gen-
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eral to borrow larger sums. Maddaloni and Peydró (2011) document that loose monetary policy leads banks

to lower their credit standards, while Allen and Rogoff (2011) note the mounting evidence that monetary

policy affects banks’ willingness to make risky loans.2 Similarly, Caballero and Krishnamurthy (2009), Allen

and Rogoff (2011), and Allen and Hong (2011) argue that large capital inflows created an excessive supply

of housing credit and drove down lending standards in the United States.

The loosening in credit standards, furthermore, is related to the financial innovations made in mortgage

markets in the early 2000s. Caballero and Krishnamurthy (2009), for instance, argue that demand for

risk-less assets fuels the securitization of risky assets in the United States. This rapid increase in the

securitization of mortgages greatly increases lending capacity, particularly to credit constrained consumers.

Indeed, Favilukis et al. (2013) note that the percent of sub-prime mortgages grew from under ten percent

of mortgage originations to forty percent between 2002 and 2006. Furthermore, Mian and Sufi (2009) show

that house price growth in the United States is related to this increase in mortgage securitization, and

in particular to the securitization of mortgages to sub-prime borrowers. Once the housing bubble bursts,

however, sub-prime loans largely disappear.3 Lower credit standards, however, are not only associated with

an increase in securitization, but also new mortgage instruments such as non-amortizing loans and option

adjustable rate mortgages. Bernanke (2010) argues that these financial market innovations play an important

role in the housing boom, and Favilukis et al. (2013) argue that financial market innovations are in fact the

main cause of the housing bubble.

In this paper, we investigate the direct impact that monetary policy and current account balances

have on housing markets, as well as their indirect impact through changing credit standards and financial

innovations. Using an unbalanced panel of 57 countries from 1990-2014 we investigate the role monetary

policy, current account deficits, and lending standards play in explaining housing returns. Specifically, we

regress real housing returns on cumulative Taylor rule deviations and changes in the current account relative

to nominal GDP. We then add data from central bank surveys regarding changes in credit standards and

2As further evidence that investors in general, not just banks, respond to nominal rates, Hau and Lai (2016) document that
investors in countries with loose monetary policy shift their portfolio allocations away from risk-free assets and towards equity
investments

3Keys et al. (2013) show that 90 percent of sub-prime loans were securitized prior to the financial crisis, but none were
securitized in 2008.
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credit demand. This results in a loss in observations since the survey data is only available for 30 countries,

and the data is generally not available before 2000. Nevertheless our cross-section of countries is larger than

most other studies which tend to focus on the U.S. market. In addition, prior studies using international

data tend to use housing data that varies in terms of frequency, aggregation, and property types. We are

able to verify our results hold by using international housing data for 23 countries that is closely related to

the quarterly U.S. data of single-family housing prices compiled by the Federal Housing Finance Agency.4

Our preliminary findings indicate that current account deficits and credit standards are capable of explaining

some portion of housing returns over select sub-periods, but that these results are sensitive to the choice of

the sub-period. Monetary policy, however, is either not significantly related to housing prices, or has the

opposite effect: tight monetary policy is related to higher housing returns.

The rest of the paper is organized as follows. We describe the house price, current account, monetary

policy, and central bank survey data in Section 2. Section 3 shows cross-country patterns of housing price

returns versus monetary policy deviations, changes in current account balances, and changes in credit stan-

dards. Section 4 reports regression results and introduces other economic variables to the analysis. Section

5 concludes.

2. DATA

Our data set consists of quarterly housing prices for 57 countries. House price data for most countries

is available back to 1990Q1, though only eight countries have current account data and monetary policy

variables stretching back that far. Central bank survey data is available for 30 countries. We have both

credit demand and credit standards surveys for 27 of these countries; Indonesia only provides a credit demand

survey while Canada only reports credit standards. Survey data prior to 1999 is available only for the United

States. Detailed descriptions of these data are provided below.

4We are grateful for Adrienne Mack and Enrique Martinez-Garcia for providing the data. See Mack and Mart́ınez-Garćıa
(2011) for more details.
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House Price Data

We obtain house price data from two sources: the Federal Reserve Bank of Dallas Monetary Policy Institute5

and Cesa-Bianchi et al. (2015). The Dallas Fed’s database is updated quarterly and contains information on

nominal and real house prices for single-family housing in twenty-three countries, and is updated quarterly.

The Fed’s housing data includes the U.S. and many European countries, as well as Australia, Canada,

Japan, New Zealand, South Africa, and South Korea. For the U.S., this quarterly price index is constructed

using repeat sales of existing single-family houses, and comes from the Federal Housing Finance Agency

(FHFA). For other countries in the database, the Federal Reserve Bank of Dallas selects a house price index

that is similar to the FHFA quarterly house price index.6 The Federal Reserve Bank of Dallas seasonally

adjusts each series using the Census X-12 multiplicative method, and deflates nominal prices with the

personal consumption expenditure (PCE) using 2005 as the base year. The Dallas Fed also provides quarterly

observations on private disposable income for most countries in the dataset.

The Dallas Fed data is augmented with quarterly housing data from Cesa-Bianchi et al. (2015), which

Ambrogio Cesa-Bianchi provides on his website.7 Cesa-Bianchi et al. (2015) compile their housing data

from the Organization for Economic Co-operation and Development (OECD), the Bank for International

Settlements (BIS), and an additional twelve lesser-developed countries. The data begins in 1990Q1 but ends

in 2012Q4, two years earlier than the Dallas Fed Data. Unlike the Dallas Fed data, these housing price

indexes are not in general comparable to the FHFA data, e.g. several indexes are based on valuation and not

transaction prices. The data is, however, seasonally adjusted ”using the X12 procedure with the additive

option” and nominal prices are ”deflated with a country-specific CPI (also seasonally adjusted).”

Our final (unbalanced) sample consists of 57 countries with observations from 1990Q1 through 2014Q4.

Figure 1 graphs in separate panels the country-by-country cumulative real housing returns for both data

sets: the Dallas Fed sample is in panel (a) and the Cesa-Bianchi data in panel (b). The dashed horizontal

line in the figure represents 2007Q3, roughly the onset of the financial crisis. While roughly two-thirds of

5http://www.dallasfed.org/institute/houseprice/index.cfm
6One advantage of Fed data set, as opposed to data series taken directly from the Bank for International Settlements, is

that the indexes are uniformly constructed in terms of frequency, aggregation methods, and seasonal adjustment. See Mack
and Mart́ınez-Garćıa (2011) for a complete summary of the methodology.

7https://sites.google.com/site/ambropo/home
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the countries in the Dallas Fed’s data experience a noticeable drop in housing prices around the onset of

the financial crisis, only about one-half of the countries in the Cesa-Bianchi data do. The Dallas Fed data

contains primarily developed economies in western Europe and Asia, while the Cesa-Bianchi data includes

several developing economies spread more broadly throughout the world. Throughout the analysis we verify

that our results are not driven by the differences in composition and construction of the two housing datasets.

Monetary Policy & Current Accounts

We estimate monetary policy using the Taylor rule. We collect inflation, output, and interest rate data for

each country from the Federal Reserve Bank of St. Louis which in turn collects much of the data from the

IMF, World Bank, and other sources. We define inflation using the consumer price index for each country,

and we use the call money rate (overnight loans) as the relevant policy interest rate. Missing observations

are collected by hand from Bloomberg. The output gap is calculated using the Hodrick-Prescott filter to

identify trend real GDP. We use this data to estimate the tightness of monetary policy using the Taylor rule

given in Equation 1. Deviations from the Taylor rule are defined as the difference between the proscribed

interest rate calculated using Equation 1 and the observed call money interest rate. Specifically, we construct

the deviations such that negative values are associated with loose monetary policy (observed interest rates

are below the target rate), while positive values are associated with tight policy (observed interest rates are

above the target rate).

For robustness, we estimate the Taylor rule following several specifications. First, as in Taylor (1999),

we define the equilibrium real-rate and inflation target as 2%, and β and γ as 0.5. Next, we estimate the

Taylor rule by allowing a time-varying inflation target for each country that equals the country’s average

inflation rate over the past four years. In addition we allow for the policy inertia documented by Clarida

et al. (2000) and re-estimate the rule for both inflation targets. Results are qualitatively similar under all

four specifications. Tables and graphs, however, are based on the Taylor rule estimated with a time-varying

inflation target and with policy inertia.8

Current account data is also taken from the Federal Reserve Bank of St. Louis. When data is not

8Including policy inertia and a time-varying inflation target results in the best overall fit in explaining housing returns. We
do not adjust the t-statists to account for this specification search.
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available through the St. Louis Fed, current account data is collected from Bloomberg. In our analysis we

focus on changes in current accounts, not levels. Reductions in the current account can be thought of as net

cash inflows to the country from abroad. As such, reductions in the current account (larger deficits) should

be associated with an increase in credit, thereby increasing housing demand through lower interest rates and

(possibly) relaxed credit standards. Hence, both the current account and monetary policy variables should

be negatively related to housing prices.

Figure 2 graphs, over time and for each country, the estimated Taylor rule deviations (panel a) and

changes in the current account scaled by GDP (panel b). For both panels, observations below the x-axis

should correspond to an increase in housing credit due to loose monetary policy (panel a) or an increase in

the current account deficit (panel b). As evident in the figure, both variables are more volatile for smaller,

less developed economies.

Credit Standards and Credit Demand Data

Data on credit standards and credit demand are obtained from lending surveys conducted by central banks.

For the U.S., data is taken from the Senior Loan Officer Opinion Survey on Bank Lending (SLOOS), which is

published quarterly by the Federal Reserve.9 The data is available beginning in 1997Q1. Lown et al. (2000)

provide background information regarding the survey and examine its validity. They find that changes in

lending standards reported in the survey are associated with loan growth.

We measure credit standards using Question 13A (in the current version of the survey), “Over the

past three months, how have your bank’s credit standards for approving applications from individuals for

mortgage loans to purchase homes changed?” Based on the responses, we create a diffusion index equal to

100∗(net % “tightened considerably”) + 50*(net % “tightened somewhat”) + 0*(net % “remained basically

unchanged”) - 50*(net % “eased somewhat”) - 100*(net % “eased considerably”). Thus, a positive value for

the variable indicates a net tightening of credit standards and a negative value indicates a net easing of credit

standards. Beginning in 2007Q1, the question is asked about various categories of mortgages. We follow the

methodology used by Favilukis et al. (2013) and calculate the diffusion index as a weighted average of prime

9http://www.federalreserve.gov/boarddocs/snloansurvey/
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and subprime loans with a weight of 0.75 for prime in 2007 and 0.95 thereafter.10

We obtain data for other European countries (Belgium, France, Germany, Ireland, Italy, Luxembourg,

Netherlands, and the Euro area) from the Euro area bank lending survey.11 These data are all available

beginning in 2002Q4. The survey question is “Over the past three months, how have your banks credit

standards as applied to the approval of loans to households changed?” The available responses are the same

as in the U.S. survey.

Finally, we obtain data for Canada12 (beginning 1999Q2), Denmark 13 (beginning 2008Q4), Japan14

(beginning 2000Q2), South Korea15 (beginning 2002Q1), and the United Kingdom16 (beginning 2007Q2)

from their respective central banks. While the questions differ slightly, all countries except Canada report a

diffusion index. Instead, Canada only reports a balance of opinion, defined as “the weighted percentage of

surveyed financial institutions reporting tightened credit conditions minus the weighted percentage reporting

eased credit conditions.”17 Similar to the monetary policy and current account variables, an increase in credit

standards should be negatively correlated to housing prices.

With the exception of Canada, all the countries for which we obtained credit standards survey data also

ask bank officers about changes in credit demand. For example, in the SLOOS for the U.S. Question 14 asks

“apart from normal seasonal variation, how has demand for mortgages to purchase homes changes over the

past three months?” The available responses are: “substantially stronger”, “moderately stronger”, “about

the same”, “moderately weaker”, and “substantially weaker”. For each country, positive values for credit

demand indicate that demand is stronger while negative values indicate weaker credit demand. As such,

higher values might also indicate an increase in housing demand, corresponding to the increased demand for

credit.

10Favilukis et al. (2013) use weights for prime loans of 0.75 in 2007 and 0.95 in 2008, which are the only years in their data
that have subprime loans. Subprime loans appear again in the survey beginning in 2012Q2. We continue to use a weight of
0.95 for prime loans during this period.

11https://www.ecb.europa.eu/stats/money/surveys/lend/html/index.en.html
12http://www.bankofcanada.ca/publications/slos/
13http://www.statbank.dk/DNUDPRIV
14http://www.boj.or.jp/en/statistics/dl/loan/loos/
15http://eng.bok.or.kr/eng/engMain.action (Monetary Policy Report)
16http://www.bankofengland.co.uk/publications/Pages/other/monetary/creditconditions.aspx
17In addition, some countries report the diffusion index as a positive value for easing credit standards and negative for

tightening. To keep our data consistent, we use the negative of the given diffusion index for such countries. For each country
positive values indicate that credit standards are stronger and negative values indicate weaker standards. As such, positive
values should be associated with lower housing demand for credit constrained consumers.
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Figure 3 graphs the time series of the survey responses by country. Panel (a) graphs credit demand

based on the surveys beginning in 2000Q1, while panel (b) graphs credit standards. Observations above

the x-axis indicate that credit demand (panel a) and credit standards (panel b) are increasing. Both series

exhibit a fair degree of variation, though credit demand is more likely to fall below the x-axis than credit

standards. That is, banks appear less likely to report that their lending standards are relaxing than they are

to report that credit demand is falling. This may simply be an artifact of the time period, or a reluctance

on the part of banks to admit to the central bank that they are relaxing their credit standards.

3. HOUSING PRICES, THE SAVINGS GLUT, AND LOOSE MONETARY POLICY

The average increase in housing prices from 2000Q1 to 2007Q3 is 72.7% for the countries in our data set,

and the median increase is 35.7%.18. These housing price increases are often followed by a housing slump in

the post-crisis period, from 2007Q4-2012Q4.19 Over this latter period, housing prices on average drop 3.8%

and the median decline is 6.2%. If these run-ups and reversals represent a housing bubble, the size of the

price run-up before the financial crisis should be related to the size of the housing slump in the post-crisis

period. To examine this point, Figure 4 sorts countries (from high to low) based on the cumulative real

housing return from 2000Q1 to 2007Q3. The figure also reports each country’s cumulative housing return in

the post-crisis period, from 2007Q4 to 2012Q4. As is clear in the figure, not every country which experiences

a large increase in house prices prior to the crisis experiences a large drop in housing prices in the post-crisis

period. Several countries (i.e. Sweden, Canada, Norway, Belgium, etcetera) experience positive housing

returns in the post-crisis period despite experiencing large returns prior to the crisis. Even for countries

that do experience a reversal, housing price drops are not necessarily related to the degree of the pre-crisis

housing price gains (i.e. France, New Zeland, Czech Republic, etcetera). Still other countries (i.e. Peru,

Israel, Austria, etcetera) experience negative returns in the pre-crisis period, but large housing price increases

in the post-crisis period.

Though the data doesn’t appear to indicate a world wide housing bubble, we now investigate whether

18Only forty-six of the fifty-seven countries have housing price data starting in 2000Q1
19We evaluate changes up until 2012Q4 since the Cesa-Bianchi et al. (2015) data ends in 2012Q4.
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current account deficits, loose monetary policy, or changes in credit standards and credit demand can explain

the observed housing price dynamics. We note that positive values of the credit demand survey should be

positively related with housing prices (higher credit demand indicates stronger housing demand), while

increasing credit standards, increasing Taylor rule deviations (tighter monetary policy), and increases in the

current account (cash outflow to foreign countries) should be negatively related to housing prices.

3.1. Current Account and Housing Prices

We first summarize the empirical relation between housing returns and the current account. Figure 5 graphs

by country real quarterly housing returns as a function of the change in the current account to GDP ratio.

Based on the savings glut hypothesis, we should observe negatively sloped regression lines for countries that

experience housing run-ups financed by current account deficits. Consistent with the hypothesis, 47 of the

slopes are negative though only seven are significant at the 5% level in a two tail test.

Nevertheless, it is possible that prolonged current account deficits are needed to impact housing prices

as temporary increases may not significantly affect the availability and cost of credit. Hence, we next

investigate average current account deficits over time. Because the Cesa-Bianchi et al. (2015) data ends in

2012Q4 and several countries are missing current account data prior to 2000Q1,we limit our attention to this

time period. Figure 6 plots each country’s cumulative housing return as a function of cumulative changes in

the current account to GDP ratio. Panel (a) plots the pre-financial crisis sub-period of 2000Q1 to 2007Q3,

and panel (b) the post-crisis sub-period of 2007Q4 to 2012Q4. Countries to the left of the y-axis represent

those with capital inflows related to a growing current account deficit, and to the right are countries with

capital outflows related to a growing current account surplus. Regression estimates are reported in column

(1) of Table 1, and standard errors are clustered by country. Similar to the data in Bernanke (2010), between

2000Q1 and 2007Q3 those countries with larger current account deficits tend to have larger housing price

increases. We observe this graphically in Figure 6 panel (a), and we note that removing the three outliers

(the Baltic states) does not change the qualitative conclusions. The slope coefficient on current accounts,

reported in column (1) of Table 1 panel (a), is -6.19 and is significant at the 1% level. While this negative

12



relationship between the current account and housing returns also holds in the post-crisis period in panel

(b), it is not as strong. Nevertheless, the slope coefficient on the current account remains negative and

significant: a one percent increase in current account deficit relative to GDP leads to a 2.68% increase in

housing prices, consistent with the theory that foreign capital inflows can partially explain housing prices.

Note, however, that the current account may increase because foreigners reduce their supply of credit

to a country or because the country’s demand for credit falls. While the savings glut hypothesis impacts

housing prices via credit supply shocks, it is possible the capital flows are caused by credit demand shocks.

We next try to identify movements in the current account that result from credit demand shocks versus those

that relate to credit supply shocks. Because supply shocks result in price and quantity moving in opposite

directions, we identify credit supply shocks related to a country’s current account as those observations

where the current account deficit and money market issuance (quantity) move in the same direction, but the

90-day interest rate (price) moves in the opposite direction. Similarly, credit demand shocks are identified

as those observations where the current account deficit, money market issuance, and the 90-day interest rate

all move in the same direction.

Figure 7 graphs the frequency over time of credit supply and credit demand shocks identified by the

current account, while Figure 8 reports the average real quarterly return for these credit demand and credit

supply shocks. Figure 8 panel (a) reports average returns for observations labeled as positive credit supply

shocks related to the current account, negative credit supply shocks related to the current account, as well as

for all other observations. Panel (b) does the same for credit demand shocks identified by the current account.

To ensure results aren’t driven by differences in our two house price datasets, average returns are reported

separately for the Dallas Fed data and the Cesa-Bianchi data. Consistent with the savings glut hypothesis,

housing returns in panel (a) are higher for observations identified as positive credit supply shocks than those

identified as negative credit supply shocks. Nevertheless, supply shocks related to the current account do

not provide a full picture. Evident in panel (b), the largest housing returns are associated with positive

credit demand shocks. For these observations the current account deficit is growing due to increased credit

demand, not because of excess supply created by a savings glut. That is, growing credit demand appears to

have a larger impact on housing prices than does a growing credit supply caused by larger current account
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deficits. Hence a portion of the current account’s explanatory power can be attributed to demand shocks, not

simply a savings glut. We should note, however, that supply and demand shocks are not mutually exclusive

explanations for housing price movements. In addition, it is still the case that changes in the current account

result in supply shocks, and these shocks seem to impact housing prices.

3.2. Monetary Policy and Housing Prices

We next analyze monetary policy’s impact on housing prices. Loose monetary policy, both through money

illusion and expanded access to credit, may increase housing demand (at least in the short-run) and drive up

housing prices. Tight monetary policy, however, should have the opposite effect. Figure 9 graphs quarterly

housing returns as a function of lagged deviations from the Taylor rule. Countries with a wider horizontal

spread exhibit more variation in monetary policy. Countries with a larger vertical spread exhibit greater

quarterly volatility in housing returns. Under the monetary policy hypothesis, the regression lines should

be negatively sloped as loose monetary policy results in higher housing returns. Nevertheless, only 19 of the

57 countries with observations exhibit a negative relation between the Taylor residual at t and the housing

prices at (t+ 1). None of these 19 are significant at the 5% level in a two-tail test.20

Because persistent deviations from the Taylor rule may be needed to significantly impact housing

returns, we next look at the relation between housing prices and cumulative monetary policy in the pre-crisis

and post-crisis periods. Specifically, Figure 10 panel (a) plots cumulative real housing returns relative to

average Taylor rule deviations for the pre-crisis sub-sample (2000Q1 to 2007Q3) and panel (b) plots the post-

crisis sub-sample (2007Q3 to 2012Q4). Countries to the left of the y-axis represent those with consistently

looser monetary policy, and to the right those with tighter monetary policy. Regression estimates are reported

in column (2) of Table 1. Similar to the data in Bernanke (2010), panel (a) of Figure 10 indicates a majority

of countries exhibit loose monetary policy prior to the financial crisis, and these countries exhibit larger

housing returns than those with tighter monetary policy. This clustering of 31 of the 57 countries in the

upper left quadrant is consistent with the hypothesis that monetary policy played a role in the global run-up

20Estimating the Taylor rule without policy inertia results in nine of these slope coefficients being significant at the 5% level.
Nevertheless, the same Taylor rule estimates provide a worse in-sample fit in the panel regressions reported in Section 4.
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in housing prices prior to the financial crisis. The regression’s slope coefficient, reported in column (2) of

Table 1 panel (a), is negative and significant at the 5% level. Note, however, that if we exclude the four

outliers (Ukraine and the three Baltic states), the regression coefficient is no longer significant at the 10%

level. Furthermore, panel (b) of both Figure 10 and Table 1 reveal that, while policy deviations for most

countries are negative in both the pre-crisis and post-crisis periods, the relation between monetary policy

and housing returns is actually positive in the post-crisis period.

As an alternative to measuring monetary policy via the Taylor rule, we next identify monetary policy

using ex-post observations on inflation and output. Specifically, positive policy shocks (monetary tighten-

ings) are defined as observations where the policy rate increases while both inflation and output fall in the

subsequent quarter. Similarly, negative shocks (monetary loosenings) are identified as observations where

the policy rate decreases while inflation and output increase in the subsequent quarter. Note that the Taylor

rule always classifies countries as having tight or loose monetary policy since the observed policy rate will

be either above or below the prescribed rate, but this data driven definition does not. When an observation

can’t be assigned to either tight or loose monetary policy regime, we label it as neutral. For comparison,

we also label as neutral deviations from the Taylor rule that are within one half of one standard deviation

from the prescribed policy rate for that country. Figure 11 graphs the number of countries over time that

are classified as implementing tight or loose monetary policy based on this data driven definition as well as

the Taylor rule.21 The data driven definition tends to slightly lead the Taylor rule definition. This is likely

because the Taylor rule is backward looking and defines optimal monetary policy using the recent past, not

forward looking expectations.22

Figure 12 reports the average quarterly housing returns for observations where a country is classified

as having a loose, tight, or neutral monetary policy stance in that quarter. Panel (a) reports averages using

the monetary policy stance defined by the data, while panel (b) reports averages for the policy stance defined

by the Taylor rule. As before, average returns are reported separately for the Dallas Fed data and the Cesa-

21The Taylor rule will classify a country as being above (tight) or below (loose) the prescribed policy rule. The data driven
definition, however, will not always classify all countries in these two categories. Some countries will be classified as having
indeterminate, or neutral, monetary policy.

22Using future realizations of inflation and output to define the Taylor rule would require the use of instrumental variables
in later regression analysis.
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Bianchi data. Contrary to the hypothesis that loose (tight) monetary policy is related to positive (negative)

housing returns, average housing returns are actually higher when monetary policy is tight as opposed to

loose. This is true for both definitions of monetary policy and both data sets. This indicates the previous

(non)results regarding monetary policy and housing returns are not due to the backward looking nature of

the Taylor rule, nor are they specific to developed versus developing economies.

Monetary policy’s primary impact on housing prices, however, may be indirect via the credit supply. As

monetary policy tightens (loosens), so does the credit supply which will indirectly reduce (increase) housing

demand. To investigate, we identify possible credit supply shocks related to tight and loose monetary policy.

Since quantity and price move in opposite directions for supply shocks, negative (positive) credit supply

shocks related to monetary policy are those observations where monetary policy in the previous quarter

is classified as tight (loose) and money market issuance decreases (increases) while the 90-day bank rate

increases (decreases). An observation is not classified as a credit supply shock related to monetary policy

if monetary policy is classified as neutral, or if money market issuance (quantity) and bank rates (price)

move in the same direction. Figure 13 reports the average quarterly housing return for these credit supply

shocks related to monetary policy. As in Figure 12, observations with positive credit supply shocks (i.e.

loose monetary policy) are actually associated with lower quarterly real housing returns than are quarters

with negative credit supply shocks (i.e. tight monetary policy). Once again, this is inconsistent with the

hypothesis that loose monetary policy drove housing returns prior to the financial crisis.

Finally, it is possible that changes in monetary policy have an indirect impact on housing prices by

augmenting or offsetting the impact that changes in the current account have on housing prices. Column (3)

of Table 1 presents regression results where both the cumulative Taylor rule deviations and changes in the

current account relative to GDP are included in the regression. Column (4) also reports regression results

when an interaction term is included. The regression coefficient on monetary policy remains insignificant in

the latter period when the change in the current account is included in the regression, and the interaction

term is also insignificant in both time periods. Columns (3) and (4) of Table 1 provide little evidence that

monetary policy augments the effects of the current account on housing prices.
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3.3. Credit Standards and Credit Demand

Both loose monetary policy and the savings glut are hypothesized to have caused the housing boom by

creating an abundance of available credit and/or money illusion. While we don’t find evidence that monetary

policy significantly impacts housing prices, we do find a correlation between the current account and housing

returns. Furthermore, we find evidence consistent with the savings glut hypothesis by identifying credit

supply shocks driven by changes in the current account and noting that housing prices are higher for positive

supply shocks than for negative. We next evaluate the relation between housing prices and the reported

changes in credit standards and credit demand as reported by central banks.

In this section, as in Favilukis et al. (2013), we treat credit standards as synonymous with credit supply.

Credit standards are defined such that a positive value indicates an increase in credit standards relative to

other periods. Thus, if easing of credit standards contributed to the housing bubble, the regression coefficient

should be negative. Positive values of credit demand, however, indicate a net increase in demand for loans.

This could be due to a wealth effect as homeowners use rapidly growing housing values to finance the purchase

of a second home. We also note that the credit standards and credit demand may overlap; there may be an

increase in demand for credit as standards ease and credit becomes available to homeowners who could not

obtain credit before. Similarly, loose monetary policy and current account deficits, by increasing the credit

supply, may reduce real interest rates and thereby increase credit demand. We investigate these possibilities

later in the paper.

Because countries have different start dates for the credit standards and credit demand surveys, and

most countries begin their surveys after 2002, we can’t evaluate cumulative changes in the pre-crisis and post-

crisis as in Table 1. Instead we focus on quarterly real housing returns and not cumulative returns for both

periods. This leaves us with an unbalanced panel spanning from 1990Q1 to 2014Q4. We lag observations

on Taylor rule deviations, changes in the current account, and the survey data. Orphanides (2001) argues

that monetary policy effects are felt with a lag, and the same is likely true for the impact current account

deficits have on the credit market. In addition, using lags can mitigate problems of endogeneity. Finally, we

incorporate central bank survey data regarding credit standards and credit demand to control for unobserved
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shocks to credit supply and credit demand.

Table 2 reports regression results for the full sample period in panel (a), as well as the pre-crisis and

post-crisis sub-periods in panel (b) and panel (c), respectively. Only the coefficient on changes in credit

demand, reported in column (4), is significant in all three periods. This is true even when all four variables

are included in the regression, column (5). The change in the current account is significant and negative in

the full-sample, column (1) of panel (a), but not when the survey data is included, column (5) of panel (a).

This is consistent with Favilukis et al. (2013) who argue that changes in credit standards are a principal

driver of housing prices, though it should be noted that including the survey data in the regression cuts

the sample to one third its original size. While not reported in the table, we note that the change in the

current account is also negative and insignificant in panel (a) if the survey data is excluded but we only use

the sub-sample of countries with credit demand surveys. Furthermore, while changes in credit demand and

credit standards are significant in the overall sample, the coefficient on changes in credit standards is only

significant in the post-crisis period, panel (c).

As previously noted, housing prices may be significantly impacted by long-term changes in the current

account, monetary policy, or credit standards, but not by short-term fluctuations. Table 3 reports regression

results using each independent variables’ average over the prior two years. In the full sample, reported in

panel (a), changes in the current account are negative and significant when other variables are excluded,

column (1), but not when the survey data are included, column (5). Changes in credit demand, column (4),

is the only variable consistently significant throughout the panels in Table 3. Nevertheless, changes in credit

demand are not significant in explaining housing returns in the post-crisis sample, panel (c), when the other

variables are included, column (5): here changes in credit standards is the only variable that is significant,

though only at the 10% level.

4. HOUSING PRICES, SUPPLY SHOCKS, DEMAND SHOCKS, AND ECONOMIC FUNDAMENTALS

The savings glut and loose monetary policy explanations of the housing cycle are both supply side stories.

It is interesting to note that credit demand is an important factor in explaining our observed housing data.
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As such, it is important to disentangle credit supply and credit demand shocks in the data, and as far as

possible, identify the causes of the shocks. For instance, credit standards may be changing due to changes

in monetary policy, the willingness of foreigners to extend credit, as a non-price mechanism for rationing

credit, or due to changing economic conditions. We will start by looking at housing returns as a function of

economic variables, and then use the economic data to identify demand and supply shocks as well as their

potential causes.

4.1. Economic Fundamentals

We collect data related to each country’s economic fundamentals. Unless noted otherwise, all our data comes

from the St. Louis Fed. Since housing returns related to market fundamentals should also be evident in

equity markets, we obtain share price indexes for each country. If observations for a country are not available

from the St. Louis Fed, we obtain from Bloomberg a broad-based equity index for that country. This leaves

us with data for 41 countries. Figure 14 shows cumulative growth in real GDP, housing prices, and the stock

market for each of these countries. Panel (b) graphs separately the nine countries where the cumulative

stock or housing return exceeds 200%. Roughly half the sample exhibit higher real housing returns than

stock market returns since 2000Q1. Indeed, Argentina, Austria, Croatia, Peru and Slovenia have much larger

drops in their equity markets during the financial crisis, denoted with the dashed vertical line, than in their

housing markets. While this may indicate a deviation from economic fundamentals, in part this is due to

the more pronounced impact that the financial crisis appears to have on the stock market. Indeed, if money

illusion or a wealth effect were a primary factor in explaining falling housing prices around the financial

crisis, we would expect movements in housing prices and stock market prices to be highly correlated.

To capture housing demand based on the economic fundamentals, like Terrones and Otrok (2004) we

include the growth in real GDP. In addition, Stock and Watson (1989) and Estrella and Hardouvelis (1991)

note the yield curve’s slope reflects information about future economic growth.23 As such, we also include the

spread between the yields on each government’s treasury bills and 10-year notes. Though for most countries

the data on treasury notes is well reported, the data on treasury bills is often missing. We supplement

23Alternatively, flattening yield curve may encourage banks to seek yield by making riskier or longer-term loans.
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the treasury data using observations from Bloomberg. If this data isn’t available, then we use the 90-day

interbank rate. If this isn’t available, we construct the term spread by substituting the call money rate

for the treasury bill rate. We also proxy for economic conditions using the unemployment rate and growth

in real consumption. Finally, we control for demographic impacts on housing demand by gathering data

on population growth rates, and we control for supply elasticity using both population density per square

kilometer and the ratio of coastline to total area. Summary statistics for these variables are provided in

Table 4.

Table 5 regresses quarterly housing returns onto lagged observations of the independent variables,

while Table 6 regresses quarterly housing returns onto averages of the independent variables over the prior

two years. In general the results are not consistent for our measures of economic growth (growth in real

GDP and consumption, unemployment, and the term spread) or demographic controls (population growth,

population density, and ratio of coastline to total area). Signs and significance of these control variables

are sensitive to the time period and the inclusion of the survey data. Changes in credit demand, however,

remain positive and significant over the full sample (panel (a) in both tables). Lagged changes in the current

account, however, are not significant in the full sample (panel (a) of Table 5) though average changes over the

prior two years are significant in the full sample (panel (a) of Table 6). Comparing all three panels, however,

the current account’s explanatory power seems concentrated in the post-crisis period when the coefficient on

changes in credit standards is also significant. Credit demand is significant in most regressions, though none

of the variables do a particularly good job explaining housing prices prior to the financial crisis, perhaps the

period of most interest.

4.2. Identifying Credit Supply and Credit Demand Shocks

Over the full sample, changes in credit demand appear to be the best predictor of housing returns. We

do find some support for the hypotheses that changing credit standards and current account imbalances

affect housing returns. However, we find no support that monetary policy is a primary factor in determining

housing prices. Looking into the pre-crisis and post-crisis sub-periods, and accounting for general economic
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conditions, we find the strongest predictor of housing prices is still changes in credit demand, as well as

sustained current account deficits. Nevertheless, correlation between our variables may mask the importance

they play in determining housing prices.

For instance, while credit standards surveys are often used as a proxy for credit supply shocks, credit

standards may actually reflect credit demand shocks. For instance, a sudden increase in credit demand,

ceteris paribus, may cause banks to ration credit through higher interest rates, increased lending standards,

or both. One novelty of our data is that we can use both credit demand and credit standards surveys,

along with interest rate data and debt outstanding, to identify credit demand and credit supply shocks. We

next identify credit supply and credit demand shocks using central bank surveys on credit standards and

credit demand. We then will use these observations (work currently in progress, but nor yet in paper), in

combination with the previously identified shocks related to monetary policy and the current account, to

investigate if the current account simply reflects changes in demand or causes changes in supply.

To identify demand from supply shocks, first note that when the credit demand survey indicates a

change in loan applications, this change may simply be a movement along the credit demand curve due

to a credit supply shock. As noted previously, demand shocks result in quantity demanded and price

(credit standards) moving in the same direction. Hence, we identify positive (negative) credit supply shocks

as observations where credit standards are loosening (tightening) but credit demand is either increasing

(decreasing) or constant. We also identify positive (negative) credit demand shocks as observations where

the central bank reports an increase (decrease) in credit demand and either no change in credit standards

or a tightening (loosening). Figure 15 graphs the average real quarterly housing return for changes in credit

standards and credit demand as identified through central bank surveys. While the shorter time series and

smaller cross-section of the survey data results in a fewer identified credit supply and demand shocks than

when we use the current account, we see a similar pattern as in Figure 8: real housing returns are higher in

quarters when credit supply and demand shocks are positive. Unlike Figure 8, however, the quarterly real

housing return is negative, not simply lower, when there is a negative credit supply or credit demand shock.

This may suggest that the survey data is better at correctly identifying supply shocks for demand shocks.
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.... still in progress.

5. CONCLUSIONS

In 2007 the United States and most European countries experienced large losses in the residential housing

market. The main competing theories to explain these negative returns include: loose monetary policy, cap-

ital inflows financed by current account deficits, or changing credit standards. In particular these first two

explanations argue that housing returns prior to the financial crisis were not tied to economic fundamentals,

and that these price increases were therefore not sustainable. In particular Taylor (2007) argues that mone-

tary policy left interest rates too low for an extended period, and this credit supply shock results in a housing

demand shock. Similarly, Bernanke (2010) and Adam et al. (2011) argue that increased savings rates, driven

primarily by a savings glut from Asian countries, resulted in a credit supply shock and subsequent housing

demand shock. Under both theories credit standards would likely deteriorate as lending standards function

as a non-price mechanism for rationing credit.

Using a sample of 57 countries from 1990 to 2014, we test these theories using Taylor rule deviations to

proxy for monetary policy, changes in current account to GDP to measure credit due to foreign financing, and

changes in credit standards taken from central bank lending surveys. In addition, we control real GDP and

consumption growth, unemployment rates, population density and growth, the spread between long-term

and short-term debt, and changes in credit demand taken from central bank surveys. During the full sample

period we find some support for the savings glut hypothesis that cash inflows financed by current account

deficits lead to increases in housing prices. Nevertheless, some of the change in the current account appear to

be driven by demand shocks. That is, current account deficits are not necessarily increasing housing demand

through lower borrowing costs, but rather the growing current account deficits simply reflect increased

housing demand.

Furthermore, our preliminary results also indicate that changes in credit demand are the best predictor

of housing returns. Nevertheless we note that adding the credit standards and credit demand survey data

significantly reduces our sample. Survey data is limited to the period from 2000-2014, and is available
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for roughly half of the countries in our sample. Furthermore, we contribute to the literature by identifying

changes in the current account that simply reflect demand shocks from changes that represent supply shocks.

The former are inconsistent with the savings glut hypothesis, but result in the same correlation between

housing prices and current account deficits.

Our on-going research, to be included in the final draft, focuses on further isolating supply shocks from

demand shocks. This is important since changes in credit standards may in fact reflect a credit demand

shock, since standards serve as a non-price mechanism to ration credit. The fact that we have survey data

about both credit standards and credit demand, along with price and quantity variables, allows us to add

to the literature by identifying supply shocks from demand shocks with greater precision.
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Figure 1: Real Housing Price Index

(a) Dallas Fed Data: 1990q1 to 2014q4 (2005 baseline)

(b) Cesa-Bianchi et al. (2015) Data: 1990q1 to 2012q4 (2008 baseline)
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Figure 3: Time Series of Central Bank Surveys

(a) Time Series of Credit Demand Survey

(b) Time Series of Credit Standards Survey
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Figure 6: Housing Returns & Current Accounts: Cumulative Changes

(a) 2000Q1 to 2007Q3

(b) 2007Q4 to 2012Q4
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Figure 8: Housing Returns and Current Account Credit Shocks

(a) Credit Supply Shocks

(b) Credit Demand Shocks

Positive (negative) credit supply shocks are when money market issuance and current account deficit increase
(decrease) and the 90-day interest rate decreases. Positive (negative) credit demand shocks are when money
market issuance, the current account deficit, and interest rates all increase (decrease).
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Figure 10: Housing Returns & Monetary Policy Deviations from Taylor Rule: Cumulative Changes

Panel A: 2000Q1 to 2007Q3

Panel B: 2007Q4 to 2012Q4
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Figure 12: Average Quarterly Real Housing Returns for Monetary Policy Shocks

(a) Monetary Policy Stance in Prior Quarter: Data-Defined

(b) Monetary Policy Stance in Prior Quarter: Taylor Rule Deviation

Tight (loose) policy in the top graph indicates inflation decreases (increases) and the output gap increases
(decreases).
Tight (loose) policy in the bottom graph indicates the observed policy rate is more than 0.5 standard
deviations above (below) the target rate prescribed by the Taylor rule.



Figure 13: Average Quarterly Real Housing Returns Conditional on Credit Supply Shocks Associated with
Monetary Policy

(a) Monetary Policy Stance in Prior Quarter: Data-Defined

(b) Monetary Policy Stance in Prior Quarter: Taylor Rule Deviation

Negative (positive) credit supply shocks related to monetary policy are those observations where monetary
policy in the previous quarter is classified as tight (loose) and money market issuance decreases (increases)
and the 90-day bank rate increases (decreases). An observation is not classified as a credit supply shock
related to monetary policy if monetary policy is neutral, or if money market issuance and bank rates move
in the same direction.



Figure 14: Time Series of Cumulative Real Returns to GDP & Stock Index

(a) Countries with Cumulative Stock Returns under 200%

(b) Countries with Cumulative Stock Returns over 200%
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Table 4: Summary Statistics

Panel (a): Full Sample, 1990Q1 to 2014Q4

count mean sd max min
Housing Returns 4622 0.61 4.29 52.20 -32.60
Growth in Real GDP 4290 2.89 5.09 33.55 -55.98
Term Spread on Government Debt 3377 1.24 2.33 24.70 -13.99
Unemployment Rate 3636 7.52 4.48 29.33 0.40
Growth in Real Consumption 3770 2.79 5.77 118.33 -41.20
Population Growth, Annualized 4367 0.72 0.93 6.20 -5.90
Population per Sq. Km. 4026 390.51 1230.75 7732.75 2.22
Coastline to Total Area 4263 0.04 0.11 0.68 0.00
Change in Current-Account-to-GDP 4043 0.03 2.79 24.09 -30.51
Monetary Policy Deviation 4036 -1.48 43.78 1070.64 -1865.82
Bank Survey - Credit Supply 1094 3.42 19.25 89.67 -62.50
Bank Survey - Credit Demand 1049 3.17 30.58 100.00 -100.00
Observations 4773

Panel (b): Pre-financial Crisis, 2000Q1 to 2007Q3

count mean sd max min
Housing Returns 1685 1.48 4.52 43.82 -29.42
Growth in Real GDP 1641 3.89 5.06 15.48 -55.98
Term Spread on Government Debt 1248 1.13 2.13 16.10 -11.23
Unemployment Rate 1368 7.41 4.50 29.33 1.17
Growth in Real Consumption 1386 3.38 3.84 18.19 -18.24
Population Growth, Annualized 1651 0.64 0.88 5.47 -2.87
Population per Sq. Km. 1498 380.06 1229.04 6861.72 2.49
Coastline to Total Area 1532 0.04 0.11 0.68 0.00
Change in Current-Account-to-GDP 1635 -0.01 2.81 20.46 -30.51
Monetary Policy Deviation 1589 -0.49 27.25 897.00 -585.00
Bank Survey - Credit Supply 386 -3.20 17.57 70.57 -62.50
Bank Survey - Credit Demand 356 10.57 26.07 100.00 -66.70
Observations 1694

Panel (c): Post-financial Crisis, 2007Q4 to 2014Q4

count mean sd max min
Housing Returns 1197 -0.35 3.59 16.94 -26.99
Growth in Real GDP 1176 1.78 4.80 20.08 -19.56
Term Spread on Government Debt 969 1.80 2.87 24.70 -13.33
Unemployment Rate 999 7.62 4.62 26.29 0.48
Growth in Real Consumption 1008 2.00 4.40 16.16 -20.24
Population Growth, Annualized 1077 0.60 0.87 5.32 -3.18
Population per Sq. Km. 966 388.61 1302.98 7732.75 2.75
Coastline to Total Area 1071 0.04 0.10 0.68 0.00
Change in Current-Account-to-GDP 1177 0.05 3.00 20.46 -17.83
Monetary Policy Deviation 1156 -1.28 2.51 17.28 -21.52
Bank Survey - Credit Supply 572 9.21 20.15 89.67 -49.64
Bank Survey - Credit Demand 568 -2.66 33.29 82.20 -100.00
Observations 1197
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